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Abstract—Memory latency, density, and power efficiency are
key bottlenecks in a variety of computing systems, and the
need for efficient and dense memory solutions is exacerbated by
the continued importance of data-intensive applications such as
machine learning, graph processing, and scientific computing. A
myriad of emerging technologies and approaches aim to address
the limitations of current systems. For example, 3D integration
can enable highly dense memory structures, and multiple alter-
native device technologies such as STT and PCM have emerged
as compelling solutions to improve memory system density and
efficiency. Additionally, cryogenic operation of computing systems
(i.e., ultra-low temperature cooling) is becoming a compelling
solution as thermal hotspots have become a primary roadblock
to conventional transistor scaling.

This work probes, evaluates, and compares the potential
capabilities of 3D integration, embedded non-volatile memories
(eNVMs), and cryogenic operation towards improving future
memory systems by presenting the first design space exploration
of cryogenic operation and 3D integration applied towards the
largest on-chip memory structure, the last level cache, as well
as presenting and providing open-source tools for future, related
design studies. This work specifically evaluates the application-
level benefits or limitations of such proposals by leveraging a
cross-computing-stack simulation approach. Our studies reveal
that the most compelling solution varies depending on the ex-
pected memory traffic patterns and workloads of interest, which
in turn exposes several opportunities for future optimization
and customization. For example, due to potentially high costs of
cooling to cryogenic operation, we find that SRAM or 3T-eDRAM
operating at 77K is sub-optimal compared to room-temperature
SRAM and eNVM solutions, but exhibits advantages for relatively
low-traffic workloads.

I. INTRODUCTION

The efficiency of modern-day computing systems contin-
ues to be limited by on-chip data movement and energy
efficiency. Larger working set sizes imposed by the advent
of applications like machine learning trigger on-chip memo-
ries to fetch data off-chip, resulting in marked performance
and energy penalties. Furthermore, applications which require

#Authors contributed equally to this work.

Fig. 1: Total LLC power of a simulated client CPU running
SPEC2017.namd (a molecular dynamics benchmark) at tem-
peratures between 77K and 387K, relative to SRAM at typical
operating temperature (350K). Reducing operating tempera-
ture drastically reduces power, but net benefits are dependent
on workload properties and cooling costs.

maximum throughput of a CPU for many cycles force the
processor to throttle due to the emergence of advanced thermal
hotspots [20], compounding negative performance impacts.

One among many compelling, emerging approaches to
improve memory system efficiency is to leverage cryogenic
operation, which refers to operating the computer system in
an ultra-low temperature environment. Researchers have been
focusing again into temperature as a potential knob to drive
performance improvements and keep up with Moore’s Law as
transistor scaling has become more challenging and thermal
hotspots have become a primary bottleneck. In fact, cryogenic
computing is an active area that industry focuses on for next-
generation computer systems. For example, major companies
have already proposed cryogenic-optimized computer devices
(e.g., ARM [40], [41], Kioxia [42], IBM [21]) and others are
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actively working in this area (e.g., Microsoft [46]).1

The main advantages of cryogenic operation for traditional
silicon systems come from the linearly reduced wire resis-
tivity and virtually nonexistent circuit leakage current [43],
[57] which allows for increased clock frequency and reduces
overall memory operating power. Typically, for conventional
computing with CMOS technology, 77K operation has been
explored as an effective temperature to avoid freeze out [38]
and high cooling cost [56], while 4K or lower is preferred
for superconducting architectures [5], [30], [35], [44], [45],
[55]. While cryogenic operation is alluring, the cooling cost
associated with it must be carefully considered. For example,
studies show that the energy required to maintain a device at
cryogenic temperature can be 9.65× higher than the consumed
energy of the device being cooled [28], [56], an estimate we
will utilize and discuss further in this work.

As an illustration of the promise and limitations of cryo-
genic operation, Fig. 1 shows total LLC power of a simulated
22nm client processor similar to an Intel Skylake running
SPEC2017.namd benchmark at temperatures between 77K and
387K, normalized to 350K operation. The result is derived
using the NVMExplorer [37] framework, which we modified
to incorporate system configurations from CryoMEM [32], a
previously-validated cryogenic memory modeling tool, using
memory access traces from Sniper [10]. By reducing operating
temperature from 350K to 77K, total operating LLC power can
be reduced by more than 50×. Even including a conservative
estimate of cooling power overhead, there is more than a 50%
reduction in total LLC power.

While cryogenic operation shows great promise, the liter-
ature is sparse and individual studies are limited in scope,
including limited comparison and effective context across
disparate technology solutions to improve system efficiency.
Most of the cryogenic memory work focuses on dynamic
random access memory (DRAM) [21], [28], [46], [48], [51]
and very few focus on embedded use cases like the last-
level cache (LLC) [32]. Therefore, it is unclear how cryogenic
operation fairs when compared with other technology innova-
tions like 3D integration and embedded non-volatile memories
(eNVMs); the published benefits of cryogenic memory may
be matched or exceeded in general purpose contexts when
compared to other technology innovations. If cryogenic oper-
ation has the potential to outpace the benefits of orthogonal
innovations, it is important to establish the context and extent
of that potential. Furthermore, prior art has demonstrated that
LLC access behavior affects the optimal memory technology
for the LLC [19]. So, any comparison of embedded memory
solutions must take into account application behavior using a
varied set of benchmarks.

In this work, we present the first design space exploration of
cryogenic operation and 3D integration for CPU memory. We
consider a broad range of technology options for embedded
LLCs, ranging from cryogenically-operated cache memory to

1In addition, a superconducting-based quantum computer may require a
cryogenic-operating processor to aide control of quantum elements, which is
another direct application of this work.

2D and 3D SRAM and eNVMs. We leverage state-of-the-
art cryogenic computing and previously-validated 3D eNVM
modeling and simulation tools [7], [13], [28], [32], [37],
[39] to evaluate each technology. We compare the resulting
LLC solutions to determine promising design choices under
different optimization goals and workloads of interest. Our
studies reveal that while cryogenic operation emerges as a
compelling solution under a limited range of application access
characteristics, 3D-stacked eNVM technologies offer potential
to be more versatile, low-power, and high-performance em-
bedded LLC solutions. These results motivate further studies,
among others, in (1) applying cryogenic computing in more
specialized computing settings, like classical accelerators, (2)
careful consideration and potential optimization of cooling
power overheads, (3) tuning 3D integration design and fabri-
cation choices for on-chip CPU memory, and (4) system-level
optimizations to support workload characteristics.

II. BACKGROUND

A. Cryogenic computing for memory devices

1) 77K cryogenic computing overview: Cryogenic comput-
ing, which is the concept of running the computers at ultra-
low temperatures has emerged as a highly promising idea
to maximize the system performance and power efficiency.
There exist two representative temperatures and underlying
devices for cryogenic computing. First, 77K computing, which
is achieved by Liquid Nitrogen (LN), mainly uses CMOS
technology because CMOS can operate at a higher speed with
relatively low cryogenic-cooling overhead [8], [21], [28], [29],
[32], [46], [48]. On the other hand, 4K computing cooled
by Liquid Helium (LHe), exploits another device technology
called superconducting logic [5], [24], [30], [35], [44], [45],
[55]. In this work, we mainly focus on 77K computing using
CMOS-device technology.

77K-targeted cryogenic computing can achieve both high
performance and power efficiency thanks to the low wire
resistivity and leakage current. First, as the wire resistivity is
linearly reduced with the temperature [31], we can make much
faster computer devices. For example, Copper bulk resistivity
is reduced by six times compared to the 300K counterpart [9].
Second, as the transistor leakage current is almost eliminated
at low temperatures [43], we can achieve much lower power
consumption with aggressive voltage scaling (i.e., reducing
supply and threshold voltages at the same time).

2) Previous works in 77K cryogenic memories: For DRAM
devices, Tannu et al. showed DRAM reliably operates at cryo-
genic temperatures [46] and Rambus et al. showed DRAM’s
cell retention time was significantly prolonged thanks to elim-
inated leakage current [25], [48]. Based on the observations,
Lee et al. developed the performance modeling framework
for 77K DRAM (i.e., CryoRAM), and proposed the high-
performance and power-efficient DRAM design using the
framework [28]. Lee et al. also characterized the row-hammer
error behaviors at cryogenic temperatures and proposed near-
refresh-free DRAMs with the cryogenic optimal row-hammer
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Fig. 2: Block diagram of simulation methodology showing inputs (sharp corners, solid lines), outputs (sharp corners, dashed
lines), and functional blocks (rounded corners). This work augments NVMExplorer [37] to interface with alternative memory
array characterization tools, Destiny [39] (purple) and CryoMEM [7], [28], [32] (blue/red).

defense [29]. Bae et al. proposed the capacitorless DRAM cell
for leakage-free cryogenic memory applications [3].

For cache devices, Min et al. showed SRAM and 3T-
eDRAM become highly promising at 77K thanks to the
eliminated leakage current, and build the cryogenic SRAM
/ 3T-eDRAM modeling tools (i.e., CryoMEM) [32]. To build
their cache model, they modify CryoRAM by adding SRAM
and 3T-eDRAM cache models on its memory-type support.
They also validate their modeling with 77K experiment and
Hspice simulation using the industry-provided 77K model
card. Garzon et al. analyze the operation of 3T-eDRAM and
STT-MRAM caches for cryogenic operation [16], [17].

As mentioned above, the most cryogenic memory works
focus on DRAM running at 77K. Only a few works focus
on embedded use cases such as the last-level cache (LLC)
even with its significant impacts on the system performance
and power efficiency. Therefore, we focus on LLC in this
work, and evaluate the cryogenic-based LLC’s feasibility by
comparing it with recent technology innovations like 3D
integration and embedded non-volatile memories.

3) Promising cell technologies to design 77K LLC: Prior
work indicates SRAM and 3T-eDRAM are the most promising
cell technologies for 77K cache [32], so we utilize both of
these configurations in our evaluations.

First, SRAM is the already widely-used cell technology for
cache designs thanks to its relatively faster access speed and
reliable, retention-free bit storage, but also suffers from huge
static power consumption. Cryogenic temperature drastically
reduces static SRAM power thanks to the eliminated leakage
current, and thus achieves significant power reduction (as
shown in Fig. 1). SRAM also benefits from the low wire
resistivity at 77K, which makes the 77K SRAM at least twice
faster than the 300K counterpart [32].

3T-eDRAM is also a promising cell technology for 77K
LLC, with the cell mechanics described in [32]. The major
benefits of 300K 3T-eDRAM are its twice-higher cell density,
logic compatibility, and smaller leakage current than SRAM
thanks to the three PMOS-only structure, but it also suffers
from the huge refresh overhead due to its small storage-node
capacitor. In fact, 3T-eDRAM-based LLC cannot run the ordi-

nary workloads at 300K due to its huge IPC reduction (94% for
PARSEC workloads [32]) from refreshing. As the eliminated
leakage current prolongs the retention time more than 10,000
times and completely resolves refresh overhead, 3T-eDRAM
becomes compelling at lower-temperature operation.

B. Embedded Non-Volatile Memory

Emerging, embeddable non-volatile memories (eNVMs)
have been demonstrated as beneficial alternatives to traditional
embedded memories like SRAM and eDRAM. In addition
to their persistent nature—i.e. their ability to maintain their
data after power is turned off—eNVMs also provide signif-
icant density improvements over SRAM. This is particularly
attractive given the high volume of data that is ubiquitous
in modern day computing systems. Furthermore, eNVMs use
significantly less power than SRAM and eDRAM because
of the lack of standby power. This lack of standby power
comes from the fact that non-volatile memories do not store
charge. Rather, they store information through the process of
modulating physical properties of a material.

The most prominent eNVM technologies to emerge include
Phase Change Random Access Memory (PCRAM), Resistive
RAM (RRAM), Magnetic RAM (MRAM) including Spin-
Torque Transfer RAM (STT-RAM) and Spin-Orbit Torque
RAM (SOT-RAM), Charge Trap Transistor RAM (CTT-
RAM), and ferroelectric-based RAMs (FeFET, FeRAM). Each
memory has unique physical properties which manifest them-
selves at the architecture level which makes certain memories
more attractive for different use cases. In particular, STT-RAM
has very high endurance (similar to SRAM) which makes it
a feasible alternative for write-intensive memory structures
like the last-level cache of a CPU; however, this comes at
the expense of potentially degraded write performance [19],
[37]. A more emerging flavor of magnetic RAM, SOT-RAM
improves significantly on the write performance of STT-RAM
at the expense of increased read latency [23].

All of the aforementioned eNVM technologies are CMOS
compatible and can be relatively easily integrated into modern
fabrication processes. For the purposes of this work, since we
are focusing on a general purpose CPU last-level cache, we
focus on the most promising technologies for this use case:
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PCRAM, STT-RAM, and RRAM, with details and specific
device properties derived from [37].

1) Previous works in embedded non-volatile memory:
Dong et al. [13] developed NVSim, a circuit-level perfor-
mance model for various eNVM devices including PCM, STT-
RAM, and RRAM. By utilizing NVSim, Pentecost et al. [37]
developed NVMExplorer, a design space exploration frame-
work to compare and evaluate various eNVM technologies
for various application and system configuration. By using
NVMExplorer, they evaluated various eNVM technologies for
different applications and found the most appropriate eNVM
for each case. Korgaonkar et al. [27] proposed the novel STT-
RAM LLC design to mitigates the long write latency. Wang
et al. [50] propose SRAM and STT-RAM hybrid cache design
and develop adaptive placement policy for it. Wang et al.
[49], Agarwal et al. [1], and Duan et al. [14] proposed the
techniques to improving non-volatile cache lifetime. Wu et
al. [53] and Guo et al. [18] proposed PCM-SRAM hybrid
cache architecture to achieve high capacity of PCM and
reliability of SRAM. By extending NVSim’s capability to 3D
domain, Poremba et al. [39] present Destiny, the circuit level
modeling tool for 3D cache design using SRAM, eDRAM,
and eNVM devices. Mittal et al. [34] explore the design space
of 3D eNVM and eDRAM caches by using the Destiny tool.
However, no previous work investigated the area, total power,
and latency of 3D eNVM-based LLC for wide range of the
workload traffic, die count, and cell technologies. Also, there
is no previous work which compare 3D eNVM-based LLC
with emerging cryogenic memories.

C. 3D Integration

3D integration refers to the process of using multiple dies
in a vertical fashion to increase the compute resources of a
microprocessor. There are multiple methods for 3D integration
including face-to-face, face-to-back, and monolithic stacking
[4]. Each integration method has different trade-offs associated
with it. For example, face-to-face stacking has the potential for
higher via density; however, there is a limit of only two layers
which can be stacked in this way [39]. Monolithic stacking
also allows for higher via density; however, its drawback is
that transistors cannot be formed on higher layers as it can
destroy transistors formed on lower layers [39].

Recently, modeling and simulation tools have begun to
emerge for studying 3D integration. For example, CACTI-3DD
[11] is an architecture-level power, area, and timing model for
3D integration of off-chip DRAM. It is based on the previous
versions of the CACTI tool which performs architecture-level
power, area, and timing modeling for conventional memory
systems [52]. In addition to CACTI-3DD, more niche model-
ing and simulation have emerged as well including Destiny
[39]. Destiny is a power, area, and timing model for 3D
integration of both on-chip and off-chip SRAM, eDRAM, and
eNVMs (including PCM, STT-RAM, and RRAM). Destiny,
in turn, is built on top of NVSim [13], which is a similar
modeling framework for 2D eNVMs.

III. METHODOLOGY

An overview of our simulation methodology is shown
in Fig. 2. This work extends NVMExplorer [37], a cross-
stack design space exploration framework to evaluate and
compare embedded non-volatile memory (eNVM) arrays and
identify optimal configurations and characteristics for specified
applications. The inputs include application characteristics
(e.g., traffic patterns, fault tolerance), system design space
and constraints (e.g., capacity, bank organization), and circuits
and devices choices (e.g., technology-level details, memory
cell properties). However, the original NVMExplorer can only
support conventional SRAM and 2D eNVM because it relies
specifically on NVSim to simulate and compute memory array
characterization of the given technology configurations [13].
To support 3D-stacked dies and various temperatures down to
the cryogenic region, this work then modifies NVMExplorer
to include a choice of backend simulator for memory array
characterization (highlighted in color in Fig. 2). These changes
empower additional configuration options and research oppor-
tunities, including building context, comparison, and optimiza-
tion of 3D-stacked dies, monolithic layers, and a range of
operating temperatures.

More precisely, this work contributes to the open-source
NVMExplorer framework by integrating interfaces for Des-
tiny [39] and CryoMEM [7], [28], [32]. Destiny is a memory
array characterization tool which expands the capabilities of
NVSim [13] to model fabrication strategies for 3D integration
and 1T1C-eDRAM (in addition to the range of eNVMs
modeled in NVSim (PCM, STT-RAM, ReRAM)). CryoMEM
is an analytical model built around CACTI-3DD [52] for
SRAM, 3T-eDRAM and main memory operating at room to
cryogenic temperatures (400K down to 77K). Memory array
characteristics (e.g., access energy, access latency, leakage
power) are generated via one of several simulation backends
according to user configuration, and NVMExplorer’s analytical
model leverages array-level results to compute application-
level metrics, which includes a comparison of performance,
power, and area to determine the optimal memory choice for a
particular design target and to unlock co-design opportunities.
This work integrates effective tools for multiple compelling
memory solutions using Destiny, CryoMEM and NVMEx-
plorer, to go beyond prior efforts by analyzing the application-
level impact of novel technologies for various workload char-
acteristics (e.g., read access/s, write access/s). This work has
been integrated into the open-source NVMExplorer framework
and is available at http://nvmexplorer.seas.harvard.edu/.

A. System and Technology Configurations

NVMExplorer supplies a database of eNVM cell technol-
ogy characteristics published in the recent VLSI symposiums
(ISSCC, IEDM, and VLSI from 2016—2020), and provides a
‘tentpole’ approach which selects the extrema of the cell-level
characteristics to represent the range of potential behavior of
each technology among a large volume of eNVM technologies.
For PCM, STT, and RRAM configurations, we utilize NVM-
Explorer’s provided database [37] to obtain memory cell def-
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initions per-technology to identify optimistic and pessimistic
design points, with array architectures optimized for energy-
delay-product. For the input device parameters of cryogenic
SRAM and 3T-eDRAM in CryoMEM-derived results, we
utilize 22nm HP devices (i.e., Vdd = 0.8V / Vth = 0.5V)
following PTM and ITRS loadmap [58]. We configure all
LLC designs as 16-way set-associative, dual-port, and ECC-
supported 16 MB caches fabricated with 22nm technology,
with key parameters summarized in Table I.

TABLE I: Key CPU model parameters

Class Desktop (based on Intel Skylake)
Num. cores 8
Process node 22nm
Frequency 5 GHz
L1I$ 32 KiB
L1D$ 32 KiB
L2$ 512 KiB
L3$ shared 16 MiB, 16 ways

B. Benchmarks
We use the full SPECrate CPU2017 suite of workloads [6]

in order to represent the modern range of memory traffic that a
CPU cache will experience in a general purpose processor. In
our performance model, we extrapolate and check based on ac-
cess latency and SRAM-based traffic statistics per benchmark
whether an NVM-based solution will meet the total bandwidth
and expected access latencies without incurring slowdown.
In this way, you can read any result in Section IV above a
relative value of ‘1’ in total LLC latency as a solution that will
negatively impact performance, while those solutions falling
well below 1 consistently match or outperform the expected
latency-per-access and BW potential of the baseline SRAM
for that workload. The precise read/write access counts per
benchmark are simulated using Sniper with a 1-die-SRAM-
based LLC at 350K, and the computed bandwidths use the
per-execution access counts and execution time to extrapolate
to read accesses/s and write accesses/s under continuous
operation of that benchmark.

We normalize array-level and application-level results to
those of 350K SRAM. In the case of the SPEC2017 analyses,
we normalize all results to those of 350K SRAM results
for one reference benchmark (namd shown in Fig. 1). Cry-
oMEM [7], [28], [32] results for power and performance
under cryogenic operation have been validated relatively, so
our comparisons leveraging CryoMEM simulation results and
those derived from Destiny are each relative to 350K SRAM
per simulation framework. For our analysis, we first compare
the performance, power, and area (PPA) of embedded cryo-
genic SRAM and 3T-eDRAM to their non-cryogenic coun-
terparts to evaluate when cryogenic operation is worthwhile.
Then, we compare cryogenic SRAM and 3T-eDRAM with
other promising embedded memory proposals like STT-RAM,
RRAM, and PCM in both 2D and 3D-stacked configurations.
While Destiny also models 1T1C-eDRAM, we exclude it from
this analysis as prior work has shown that it is generally
slower and exhibits higher dynamic energy than SRAM and
3T-eDRAM [32], [53], [54].

C. Cooling Power Overheads

Previous 77K works use the cooling overhead of 100kW
CryoCooler (9.65x) because they target a large-scale server
system [7], [28], [32]. Cooling overhead is amortized with
increased cooling capacity of the cooling systems, leading to
lower relative overhead per system, so we also compare to
more conservative scenarios by using the cooling overhead
of the lower-capacity systems, for example that of a single
desktop. Following the Fig 4.5 of “Case studies in super-
conducting magnets”, we vary the relative operating power
overhead from 9.65 (100kW total capacity), 14.3 (1kW total
capacity), 21.8 (100W capacity), and 39.6 (10W capacity) to
demonstrate the relative potential costs of cryogenic operation
at varying computing scales. [56].

IV. RESULTS AND ANALYSIS

Beginning with well-established on-chip memory technolo-
gies (SRAM and eDRAM), we first examine how memory
array characteristics, like latency-per-access and energy-per-
access, vary with operating temperature. After evaluating the
power and performance of cryogenic computing under realistic
application traffic for an LLC, we contextualize the results
by comparing to another promising proposal: embedded non-
volatile memories (eNVMs). The potentially high density and
low leakage of eNVMs have proven beneficial in various
use cases including CPU LLC and accelerator scratchpad
memories [19], [36], [37].

A. When is cryogenic computing viable?
Fig. 3 shows memory characteristics at varying operat-

ing temperature for SRAM and 3T-eDRAM energy-delay-
optimized 16MB arrays. The temperature range we select is
between 77K (CMOS-compatible cryogenic) to an approxi-
mate CPU thermal design point (387K) at intervals of approx-
imately 50 degrees. All results are normalized to 350K SRAM.
As the dynamic power mainly depends on the memory-circuit
configurations and the operating voltage, the dynamic power
has little sensitivity to temperatures, as confirmed by the
nominal variation (approximately 10%) in read/write energy-
per-bit from 77K to 387K SRAM in Figure 3.

Conversely, static energy consumption at 77K cryogenic
operation, as represented by leakage power in Figure 3, right,
is approximately 1,000,000× less than 350K SRAM leakage
power thanks to the eliminated subthreshold leakage current
[26], [43]. We also observe that, as the temperature increases,
the relative leakage power of 3T-eDRAM shifts from approx-
imately 10× to 100× less than the leakage power of SRAM.
As the PMOS-only 3T-eDRAM cell significantly reduces the
subthreshold leakage current [12], its benefit becomes higher
at the higher temperature (with the higher leakage current).

Fig. 3 also demonstrates that read/write latency is
temperature-dependent, with cryogenic-operation latency
about 70% lower than 350K SRAM latency thanks to the
reduced wire resistivity at 77K. The lower latency allows for
higher bandwidth and faster access to the cryogenic LLCs.
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Fig. 3: Array-level characterization for 16MB iso-capacity SRAM and 3T-eDRAM under varying operating temperature (77K–
387K), relative to characteristics of SRAM at 350K.

Fig. 4: For two example SPEC 2017 benchmarks, the total
LLC operating power under constant operation varies by
orders of magnitude at room temperature (red) as compared to
cryogenic operation (blue) and cryogenic operation including
an estimate of cooling power (gray), as discussed in Section III
(shown here relative to room temperature SRAM for the namd
benchmark). The full benchmark suite results for operating
memory power and access latency are in Figure 5.

To establish the viability of cryogenic LLC solutions, we
must consider the realistic operating power of the memory
resource as well as any potential performance degradation
introduced by changing the LLC technology or operating
temperature. Fig. 4 highlights the total LLC power (including
leakage + dynamic energy due to memory access pattern) of
two example SPEC2017 benchmarks at 350K and 77K, while
including an estimated cooling overhead to maintain cryogenic
operation at 77K (shown in grey, as discussed in Section
III). We note that the traffic pattern and memory load of the
workload dictates whether the relative benefits of cryogenic
operation are worthwhile for each memory technology. For
example, in considering operating a 16MB SRAM LLC for the
namd workload (including cooling power overhead estimates),
we observe that total relative power reduces by nearly 3× by
operating at 77K rather than 350K. Alternatively, the potential
benefits of cryogenic operation of an eDRAM cache for the
same benchmark are thwarted by the cooling power overhead
compared to 350K eDRAM operation due to the huge LLC
accesses of the workload. For distinct benchmark memory
access patterns, like leela, which executes Monte Carlo sim-
ulations for the game Go, cryogenic total operating power

is advantageous for both LLC technologies, which prompts
further investigation as to under what conditions, constraints,
and cooling overheads cryogenic operation is worthwhile.

Fig. 5 shows total LLC power and total LLC latency for
the SPEC2017 benchmarks under 77K vs. 350K operating
temperature, normalized to those of 350K SRAM. The gray
points indicate 77K operation including projected cooling
power overheads. Each SPEC2017 benchmark is defined by
a specific number of reads/writes-per-second assuming con-
tinuous operation of that benchmark and represented as each
column of points. Write bandwidth strongly determines the
potential slowdown, while the total operating power is shaped
by aggregate traffic, so we aim to capture these dependen-
cies in each subfigure while including both the read and
write traffic values per benchmark. Fig.5 (left) displays total
LLC power vs. read-accesses-per-second for the range of
LLC traffic across SPEC2017 workloads, identifying 77K 3T-
eDRAM as the lowest power option for all benchmarks. For
workloads with read accesses less than 1e4 (povray), cryogenic
operation reduces total power significantly, even if cooling
power overheads were significantly higher. Between 1e4–1e6
read accesses-per-second, cryogenic operation retains some
advantage, and the potential of reduced cooling overheads
could enable cryogenic LLC as a power-efficient solution
across a range of CPU workloads. Even in this range, 77K 3T-
eDRAM exhibits consistently lower power than 350K SRAM.
However, for high-bandwidth benchmarks, for example at read
access rates about 108/s, the relative power of cryogenic
operation and cooling well exceeds the 350K operating base-
line, perhaps precluding viability in the absence of significant
cooling innovations.

Fig. 5 (right) shows total LLC latency vs. write accesses-
per-second for all benchmarks. Across all traffic patterns, 77K
3T-eDRAM is the preferred technology with a slight advantage
over 77K SRAM. Furthermore, 77K 3T-eDRAM and 77K
SRAM exhibit 2-4× lower aggregate LLC latency than at
350K, consistent with the difference observed in array access
latency (Fig. 3). This points to the performance capabilities
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Fig. 5: Total LLC power and total LLC latency for SPEC2017 benchmarks at cryogenic operating temperature (77K, blue),
conventional operating temperature (350K, red) and cryogenic operating temperature including cooling overhead (gray), relative
to 350K SRAM executing the reference benchmark.

and consistency of cryogenic solutions, a boon when combined
with the potential to reduces total memory power.

In summary, we emphasize our key unique observations
for the cryogenic LLCs over the previous work. First, we
observe that the cryogenic LLCs are not always better than
conventional SRAM LLC. Cryogenic LLCs are highly effec-
tive for lower-memory-traffic LLC scenarios. However, for the
high LLC-access rate of some SPEC2017 workloads, its power
efficiency can be even lower than than that of 300K SRAM due
to the high dynamic power and cooling cost. Prior work did
not uncover this due to their selected benchmarks (PARSEC
2.0) for their evaluation. Second, for the LLC application, we
observe that 77K 3T-eDRAM always outperform 77K SRAM
for static power, dynamic power, and access latency across
workload traffic patterns.
B. How does cryogenic LLC compare to 3D eNVMs?

To compare the disparate benefits of 3D stacking compared
to cryogenic operation, we first look at array characteristics as
a function of 3D scaling at a conventional operating tempera-
ture. We utilize the “tentpole” methodology of NVMExplorer
[37] described in Section III to obtain optimistic and pes-
simistic design points per technology, with array architectures
optimized for energy-delay-product.

First, we consider the differences in 2D footprint among iso-
capacity LLCs. We vary the number of stacked dies up to 8 and
observe that the relative benefit of die stacking changes for dif-
ferent technologies and for different number of dies, as shown
in Figure 6. As number of dies increases, the relative benefit
of stacking, in terms of area, decreases. Additionally, some
technologies benefit more from die stacking than others. 8-die
SRAM, for example, achieves more than an 80% reduction in
2D area compared to 1-die SRAM whereas PCM achieves only
about a 30% reduction in 2D area from 1-die to 8-dies. This is
a function of both the memory cell area of the 2D configuration
(2D SRAM starts from a bigger cell area) and the potential
array-level area efficiency per technology. Fig. 6 identifies 8-
die PCM as the most area efficient memory option, with 8-die
STT-RAM and 8-die RRAM as the next best options. 8-die
PCM (under optimistic underlying cell assumptions) exhibits
over 10× reduction in 2D area footprint compared to 1-die

SRAM. It is also interesting to note that compared with 8-die
SRAM, all the 8-die eNVMs are at least 2× as dense, and 3D-
stacking appears to compound the inherent potential density
advantage of various eNVM technologies, at least at a fixed
comparison in a 22nm technology node.

Fig. 6 (left) shows that SRAM and PCM exhibit the
lowest read/write energy-per-bit. The best read energy-per-bit
is achieved by 8-die SRAM and 8-die PCM, while SRAM
offers lower write energy-per-bit, regardless of stacking, as
expected due to the asymmetry of reads and write energy for
these eNVMs. 8-die SRAM and 8-die PCM read energy-per-
bit are approximately 75% lower and 55% lower, respectively,
than the baseline (1-die SRAM). In terms of read latency, 8-
die PCM is the best option, followed by 4-die PCM, 2-die
PCM, 8-die STT-RAM and 8-die RRAM, all offering over
80% lower latency than the SRAM baseline. 8-die STT-RAM
exhibits lowest write latency. In fact, both 3D and 2D STT-
RAM solutions exhibit lower write latency and competitive
read latency compared with all other memory technologies.

Fig. 7 shows total LLC power and total LLC latency across
SPEC2017 benchmarks, as in Section IV-A, but for the 2D and
3D SRAM, PCM, RRAM, and STT-RAM arrays characterized
in Fig. 6. Here, we see that several eNVMs achieve lower
total LLC operating power than SRAM across a range of
benchmark traffic because even solutions with higher energy
access-per-bit exhibit drastically lower leakage power than
SRAM. In fact, the eNVM technologies exhibit 2-10× lower
power than the SRAM baseline for read accesses-per-second
less than 1e7, even considering eNVMs with pessimistic
underlying cell properties. The benefits of STT-RAM solutions
decrease in the range of 1e4 to 1e8 accesses-per-second as
dynamic write power begins to dominate total LLC power.
For read accesses greater than 1e7, 8-die PCM emerges as the
lowest power technology. Lower power consumption of 3D
solutions like 8-die PCM in these regimes of higher access
rates is primarily attributed to reduced energy-per-bit of access,
made more impactful at highest bandwidth expectations, which
is in turn at least partially attributed to the physical area
achieved from more stacking, resulting in shorter wire lengths
and changes in the internal array architecture and organization.
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Fig. 6: Array-level characterization for 2D and 3D eNVMs at 350K, relative to characteristics of 16MB iso-capacity 2D SRAM.

Fig. 7: Total LLC power and total LLC latency vs. workload
traffic properties for 2D and 3D eNVMs for the SPEC2017
benchmarks at 350K, relative to SRAM executing the refer-
ence benchmark.

Fig. 7 (bottom) shows total LLC latency as a function of
writes accesses. As in the comparison of cryogenic vs. room
temperature operation in Fig. 7, one LLC solution consistently
exhibits the lowest aggregate latency. In this case, it is 8-
die STT-RAM (under optimistic underlying cell properties)
for all benchmarks except mcf (the lowest write traffic). 8-die
STT-RAM exhibits approximately 10× lower latency than the
SRAM baseline, followed narrowly by 4-die STT-RAM and
2-die STT-RAM. Other eNVM technologies exhibit total LLC
latency within 10× of SRAM. Interestingly, at higher rates of
write traffic, PCM and STT-RAM with pessimistic underlying
cell properties are consistently higher latency than SRAM,
and could thus introduce a negative performance impact as an
LLC solution. Due to the asymmetry of read and write costs
for eNVM-based solutions, we observe that high-write-traffic
and write-dominated benchmarks exhibit diminished relative
benefits, though total LLC power for most eNVM solutions
remains closer to the SRAM baseline than when we consider

cryogenic solutions in the high-traffic regime.
In summary, we emphasize our key unique observations

for the 3D stacking over previous work. First, in high-traffic
scenarios, higher stacking is better for power efficiency, and
in lower-traffic scenarios, lower stacking is better for power
efficiency. Second, PCM and STT-RAM are always optimal
for the power efficiency and higher performance respectively
for every scenario.

C. Summary

We observe that the lowest-power LLC solution, across
innovative system solutions like cryogenic operation, eNVMs,
and 3D-integration strategies, is dependent on the quantity
and read/write balance of workload traffic. We summarize
our observations with respect to the volume of read traffic
across benchmarks vs. preferred LLC solution under varying
optimization goals in Table II. For read traffic less than 104

read accesses-per-second, 77K 3T-eDRAM is preferred with
more than a 2,500× reduction in power compared to the base-
line (350K SRAM) even taking into account a conservative
estimate for cooling overhead (shown in gray, Fig. 5). As
the volume of read accesses-per-second increases to between
5×104 to 8×106, 77K 3T-eDRAM and 77K SRAM continue
to achieve 20-30× power reduction (including cooling power
overhead) compared to 350K SRAM running the same bench-
mark, but 4-die 3D PCM emerges to achieve slightly more
than 20-30× power reduction. Then, for the highest-traffic
benchmarks (greater than 8×106 read accesses-per-second), 8-
die 3D PCM is the lowest power solution. While a significant
reduction in cooling overhead compared to what we have
modeled could improve the viability of cryogenic operation
in this traffic range, we observe a range of 2D and 3D eNVM
solutions out-perform 350K SRAM for higher-traffic bench-
marks in terms of both power efficiency and potential density.
Finally, we note that prior work highlights that eNVMs exhibit
varying endurance characteristics, which may be a limitation
particularly for PCM and RRAM solutions [37]. In light of this
observation, in the cases where PCM is identified as optimal,
Table II also lists the second-most-preferred LLC (labeled in
the table as “alt”).

These results have several implications for future research
directions. While cryogenic operation remains a compelling
proposal for ultra-low-leakage memory solutions, more careful
study of cooling costs would be warranted in order to make

8



TABLE II: Summary of optimal LLC solution for different
design targets (e.g., total LLC power, performance, or area).

Workload
read accesses-
per-second

Optimal LLC

power
(100kW cooling)

performance area

<5×104 77K 3T-eDRAM

8-die 3D STT-RAM
/ 8-die 3D PCM

3D PCM
alt: 3D STT

5×104 to 8×106 4-die 3D PCM
alt: 77K 3T-eDRAM

>8×106 8-die 3D PCM
alt: 8-die 3D SRAM

this a feasible option for a wider range of realistic cache traf-
fic. Alternatively, cryogenic operation might be better-suited
to more specialized computing systems and settings where
memory traffic is well-understood, relatively lower overall
traffic, and perhaps when ambient operating temperatures are
advantageously cool (e.g., embedded operation in outer space).
On the other hand, 3D-stacked eNVM solutions, particularly
STT-RAM- and PCM-based solutions, emerge as compelling,
energy-efficient, and performant solutions from these studies
across a wider range of workload traffic. The scalability, cost,
and effectiveness of 3D integration strategies, in addition to
the reliability and lifetime of eNVMs, should be central to
further evaluations of these potential LLC solutions.

V. DISCUSSION

A. Cooling and Thermal Overheads of Cryogenic Computing

One of the major challenges of cryogenic computing is non-
trivial cooling overhead to maintain the temperature of 77K.
The cooling overhead indicates the required input energy to
remove the unit heat (1J) from the cooling systems. Prior
works [28], [29] have modeled the 77K cooling overhead as
9.65 times of device power consumption based on the real
data from 235 cryocoolers surveyed by previous works [47],
[56]. That is, to achieve power efficiency over 300K systems,
77K systems should consumes 10.65 times less power than
300K systems. In addition, the thermal budget analysis is also
crucial because the benefits of cryogenic computing mainly
originate from the 77K environments.

As the LLC is located inside the processors, utilizing the
cryogenic LLC requires the entire processors to cool down to
77K. In this scenario, other CPU parts (e.g., CPU core, NoC,
L1/L2 cache) may incur the significant (1) cooling-power cost
or (2) thermal-related problems. However, we note that they
do not incur the serious cooling and thermal problems as the
previous works already resolve the problems as follows.

Cooling power from other CPU parts. Previous works
proposed the cryogenic-optimal microarchitectures for the
major computer devices (i.e., CPU core [7], [33], NoC [33],
L1/L2 cache [32], DRAM [28], [29]) and already achieved
their power efficiency (i.e., lower power compared to 300K
device) even including the cooling cost. Therefore, the cryo-
genic cooling for LLC does not incur the significant cooling
power cost of other CPU parts.

Thermal problem from other CPU parts. Thanks to
the higher heat transfer speed of materials (e.g., Silicon, Cu,

LN) [2], [15], [22], thermal-related problems is negligible in
cryogenic computers. For example, the previous works showed
that the conventional LN bath-cooling method for cryogenic
computing has 2.41 times higher cooling capacity (157W)
than the 300K air-cooling method (65W) with 20K of little
temperature variation [7]. That is, the heat dissipation from
other CPU parts does not affect the reliability of the 77K LLC.

VI. FUTURE WORK

During the course of this work, additional research di-
rections have been exposed which we believe the commu-
nity should pursue. In evaluating cryogenic computing, we
observed some opportunities for optimization. For example,
the ideal temperature to run the processor at may not be
exactly room temperature or cryogenic temperature. Instead,
sometimes the optimal temperature is in-between these two
operating points. Additionally, the relative benefits of reduced
temperature varies according to workload traffic patterns.
Therefore, a processor which has the capability to dynamically
adjust the operating temperature of the processor may be the
optimal method. To achieve this, we believe that temperature
should be exposed as a design knob for computer systems.

Furthermore, while 3D stacking proved to be highly bene-
ficial in terms of performance, the resulting power efficiency
was very poor in some cases. This may not be a cost that
can be incurred (even small power cost) anymore due to the
temperature/hotspot bottleneck that is emerging as a result
of advanced hotspots [20]. We believe a future interesting
work would be to combine both 3D stacking with cryo-
genic computing to achieve both highly performant and low
power/temperature chips for the broadest range of workload
traffic patterns.

VII. CONCLUSION

To overcome the “memory wall” problem, cryogenic op-
eration as well as 3D integration have been proposed as
promising options for efficient future memory systems. In this
work, we present a design space exploration of embedded
cache memory which considers cryogenic operation and 3D
integration. We evaluate a range of embedded memory tech-
nologies, including SRAM, 3T-eDRAM, PCM, STT-RAM,
and RRAM. We take a cross-computing-stack approach to this
design space exploration in order to evaluate the impact of
application behavior on the optimal memory choice, and find
that for different guiding prioritie—i.e., performance, power,
and area— the optimal memory choice depends on application
traffic. For workloads with low read traffic (<5×104 read
accesses-per-second) like SPEC2017.povray, 77K 3T-eDRAM
is the optimal memory choice for power efficiency, while 3D
STT-RAM and 3D PCM are the most performant choices.
For read-dominated workloads with high read traffic (>8×106

read accesses-per-second) like SPEC2017.mcf, 3D PCM is
the optimal memory choice for power efficiency. Our analysis
suggests that cryogenic operation is more compelling for more
specialized computing systems whereas 3D eNVMs are more
versatile, and thus more promising for the LLC.
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